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Model S924 (9009-42G) System Topology/

Ports T5, T6 Ports T7, T8
OpenCAPI OpenCAPI
1 1 | 25 Gb/s | 25 Gb/s r r
11 11 _ X Bus 4B e rr r 16 DDR4 RDIMMs
1 —_— P 9 X Bus 4B P 9 I r

16 DDR4 RDIMMs
2133-2666 MHz

rrrrr 2133-2666 MHz
[PCle Gen4 x16 J
PCle Gen4 x16 |

| PCle Gen4 x8 (x16 Conn) |— x8
Gena «g| _Storage PCle Gen4 x16 |
[PCle Gen4 x8 — L Controller
Switch Slot
_| PCle Gen4 x8 (x16 Conn)l

[PCle Gen4 x16 —

Cc7 PCle Gen4 x8
: ST I_,___ G| S oot g e
Switch Slot Up to 6 SAS SFF + Up to 2 NVMe U.2 + RDX
[PCle Gen4x8 ! U to 12 SAS SFF + RDX
[PCle Gen4 x16 — Up to 1§§As SFF

Indicates PCle Slot Number
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S924 Storage Options

NVMe drive slots, SAS bays, and storage backplane options

$924 or H924

Model e

Description

42A, 42H EC59  NVMe Card-with-two-M-2 connectors{withdrawn)

42A, 42H, 42G EJ1C 12 SFF bays (Gen3-Carrier), 1 RDX bay / Single RAID 0,10,5,6

42A, 42H, 42G EJ1E 6+6 SFF bays (Gen3-Carrier), 1 RDX bay / Split Backplane RAID 0,10,5,6
42A, 42H, 42G EJIM él)’zlgylglfe?é\%/;((S(itzanS-Camer), 1 RDX bay / Dual Write Cache RAID

42A, 42H, 42G EJ1D 18 SFF bays (Gen3-Carrier) / Dual Write Cache RAID 0,10,5,6,5T2,6T2
42A, 42H, 42G EU00 RDX Docking Station (Internal)

42G only EJ1S Storage backplane with 6 SFF-3 Bays and 2 PCle Gen4 capable NVMe U.2
42G only EJ1T Storage backplane with 2 PCle Gen4 capable NVMe U.2 drive slots

42G only EJ1U Storage backplane with 4 PCle Gen4 capable NVMe U.2 drive slots

External Storage Options

ESLL

ESLS

5887

EUAS5

EUA4

7226-1U3

19” Disk Expansion Drawer 12 LFF Gen2-Carrier Bays (Slider12)

19” Disk Expansion Drawer 24 SFF Gen2-Carrier Bays (Slider24)

19” Disk Expansion Drawer 24 SFF Gen2-Carrier Bays (EXP24S) Migrate
USB DVD w/ Cable

RDX USB Docking Station

19” Media Drawer with 2 bays

Supported Media Overview

o NVMe
{withdrawn)
All
o Enterprise 1.6 TB PCle3 x8 1.6 TB NVMe Flash Adapter
o Enterprise 3.2 TB PCle3 x8 1.6 TB NVMe Flash Adapter
o Enterprise 6.4 TB PCle3 x8 1.6 TB NVMe Flash Adapter
42G only:
o Mainstream 800 GB SSD PCle3 NVMe U.2 module
o Enterprise 1.6 TB SSD PCle4 NVMe U.2 module
o Enterprise 3.2 TB SSD PCle4 NVMe U.2 module
o Enterprise 6.4 TB SSD PCle4 NVMe U.2 module

o SFF HDDs
571/600GB, 1100/1200GB, 1700/1800GB - 10K RPM
283/300GB, 571/600GB — 15K RPM

o SFF SSDs
Enterprise
387GB, 775GB, 1551GB — 10 DWPD
Mainstream
931GB, 1860GB, 3720GB, 7450GB - 1 DWPD

o RDX Disk Cartridge
500 GB Disk Cartridge (1107)
1TB Disk Cartridge (EUO1)
2TB Disk Cartridge (EU2T)
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What is NVMe?

NVM Express® is an open collection of standards and information to fully expose the benefits of non-volatile memory in all
types of computing environments from mobile to data center. NVMe™ is designed from the ground up to deliver high
bandwidth and low latency storage access for current and future NVMe technologies.

°,

nvim
EXPRESS

Built for SSDs

Architected from the ground
up for SSDs to be efficient,
scalable, and manageable

NVM Express is a standardized
high performance interface
protocol for PCI Express (PCle)
Solid State Drives

Industry consortium
spec defines a queuing
interface, command set,
and feature set to optimize
performance

Available in different
form factors such as:
PCle Add in Card, SFF
2.5”U.2and M.2

Industry standard
software and drives

http://www.nvmexpress.org/
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What is NVMe?

SSDs are fast. So fast in fact, their limiting factor is not their own hardware, but
rather the SAS or SATA connection that hard drives have traditionally used.
NVMe -“Non-Volatile Memory Express” is an open standard developed to allow
modern SSDs to operate at the read/write speeds their flash memory is capable of.
Essentially, it allows flash memory to operate as an SSD directly through the PCle
interface rather than going through SATA and being limited by the slower SATA
speeds.

Traditional stack New paradigm

Runtime Application

File System

Application

Runtime

User-space driver

NVMe over Fabrics PCle NVMe

Multipath Driver
Block Layer

SCSI Layer

| iscsi | sas

Note that the diagram above is just a representation. Operating systems such as IBM i
have a machine interface and single level storage, thus does not let applications write
directly to hardware.
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Is NVMe Fast?

Late BUS
ncy
Memory
(in CEC)

NL-SAS /
SATA

Read Write . Write Approx.
Lat. Lat. (Tgsg) (Yggs) R(((e;aéal /;’)p Tp $ Scale Cost
(us) (us) (GBIs) (2Q ‘19)
<1 <1 Not a Persistent Storage 20x A
<1 <1l
Persistent Storage 15x

0.7 to 1x

>ms

>ms

200

200 0.15

0.15

0.1x

usecs”

“secsu

“slow”

“slow” “slow”

“slow”

SCM: 3DXP from Intel/Micron. Bytes addressable in DIMM (Apache Pass) and Block addressable(M.2/U.2/AIC..) in NVMe interface.
NVMe/SCM: Performance numbers are of Intel's Optane PCle Gen 3 x4 Add in Card. Endurance 30 DWPD.

NVMe/LL Flash: Performance numbers are of Samsung’s zSSD, Gen 3 x4. NVMe QLC Client Flash are based on Intel 660p M.2, Gen 3 x4.
NVMe/Flash*: PCle Gen 4 x4 U.2 devices. Gen 4 x8 Add In Card will have additional bandwidth and IOPS performance.
SAS SSD: Assumes 12G dual port active/active. Performance of single port operation (typical) expected to be lower.

I0Ps and Latencies: Normally measured on a random 4K ops. * <1us for 1K transfer utilizing Persistent Log Buffer feature
Data throughput: Normally measured on a large sequential 256KB ops
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Is NVMe Fast?

Small Op Random Updates : Mirror vs Mirror
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1. Running SAS in a mirrored configuration does allow it to support more throughput than in RAID-5 mode, but still
not nearly enough to keep up with the mirrored NVMe configuration

2. CPU efficiency at a given throughput is fairly close despite the fact that NVMe uses CPU cycles to manage
protection while neither adapter level protection does
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NVMe Product Form Types used in POWER9 Systems

Add-in Card (AIC)
B High performance and power (25-50 Watts)

B Focus on high capacity - up to 6.4TB currently
W Best performance and latency

AIX/Linux #EC5G / #EC5C / #ECSE /
(LP/FH) #EC5B #EC5D #ECS5F

IBM i #EC6U / #ECBW / #ECBY /
(LP/FH) #EC6V #EC6X #EC6Z

W x2 / x4 PCle Gen3
W Higher power required to achieve max SSD performance
W Expect to be direct attached to CPU vs through aHBA

2.5” 15mm

M.2 ® Withdrawn from marketing 3/24/2020, announcement 920-065
W x2 / x4 PCle Gen3

W Different physical sizes

W Power less than 9 watts

H Limitations: Minimal Connector Plug Capability (<10), No hot swap
W Targeted as a replacement for SATASSDs

Card #EC59 with 1-2 #ES14
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https://www.ibm.com/support/knowledgecenter/en/POWER9/p9eik/fcec5a.htm
https://www.ibm.com/support/knowledgecenter/en/POWER9/p9eik/fcec5a.htm
https://www.ibm.com/support/knowledgecenter/en/POWER9/p9eik/fcec5a.htm

Scale Out Gen4 Refresh NVMe Performance Specs

FC Capacity | Read BW | Write BW | Read | Write | DWPD | PCle Form
GB/s GB/s IOPS | IOPS (5 Gen | Factor
years)

ECS5) 800 GB 1.6 1.05 380K 60K 2.4 3
EC5G, EC5B 1.6TB 4.7 1.9 700K 100K 5 3
EC6U, EC6V
EC5C, EC5D 3.27TB 6.0 3.0 910K 170K 5 3
EC6W, EC6X
ECSE, EC5F 6.4TB 6.0 3.0 910K 170K 5 3
EC6Y, EC6Z
ES1E, ES1F 1.6TB 7.0 2.5 1000K 220K 3 4
ES1G, ES1H 3.27TB 7.4 34 1500K 250K 3 4

EC5V, 6.4TB 7.2 3.8 1500K 250K 3 4

EC5W

10
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IBM i Support of PCle Card NVMe on POWER9 Servers

for Business
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4Q19 Power Systems Hardware Announcement

* IBM i Support for Direct Attached NVMe devices (7.4 TR1)

New feature codes for IBM i specific PCle3 x8 SSD NVMe adapters (7.4
TR1)

= 1.6 TB #EC6U/HEC6EV
= 3.2 TB #ECO6W/HEC6X -

« 6.4 TB #EC6Y/HEC6Z 2\
POWER9 servers only - S914, S924, H924 and E980

* Announcement: 10/8/19
GA: 11/22/19

https://www-01.ibm.com/common/ssi/ShowDoc.wss?docURL=/common/ssi/rep ca/9/897/ENUS119-059/index.html&request locale=en
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POWER9 PCle Add In Card NVMe Device

Hardware Features
* NVMe Specs. 1.2.1 Compliant
* NVMe Over Fabrics 1.0 Capable
*PCle Gen3x8
* Multiple Namespace (32)
Namespace Granularity 16GB
« Half Height Half Length (HH-HL)
* Power < 25W
* Block Size 4096(Default), 512, 4160 (IBM i)

Software Support
* Linux

Power VM: RHEL 7.5LE, SLES 12
SP3 LE

Ubuntu 18.04

PCle3 Card NVMe Flash Adapter

Feature

* End-To-End Protection: T10 DIF & DIX C

* Non Volatile Write Buffer
* Endurance 5 DWPD for 1.6/3.2/6.4TB

* PCle Vendor VPD Support (IBM Provides
content)

* Boot: Option ROM BAR 128KB (IBM
Provides content)

* Warranty = 5 years

* Hot Plug capable

* ECC =100 bits per 4KB

* RAIF: Tolerant of single flash die failures
* MTBF = 2 million hours

* End Of Life Data Retention = 3 months
* EEH Support

* Live Firmware update

* NVMe-MI (Optional)

* Non-TCG SED

* No support for MEX Drawer

Code 1.6TB A 6.478 Power NV: RHEL 7.5LE, Ubuntu

18.04

AIX Linux #EC5G / #EC5C / #ECSE / R

(LFIRH) fravived fraied pasvid AIX (7.17 & 7.2F), VIOS (2.2.6)

| -IBMi (7.4 TR1)

IBM i HEC6U/  #EC6W/  #EC6Y/ » Load Source &

(LP/FH) HECEY #ECBX HEC6Z » Software RAID 0, 1, 5 & 6 (Linux)
* OS Mirroring (AIX, IBM i)

Workload Target

* DIAG Support

) * NVMe Over Fabrics (Linux Only)
Read (IOPS) 700K 910K
Write (IOPS) 100K 170K
Mixed R/W (70/30) 250K 320K
Read Data Tp (GB/s) 4.7 6.0
Write Data Tp (GB/s) 1.9 3.0
Read Latency (us) 110 110
Write Latency (us) 30 30

Notes:

1. I0Ps and Latency #'s on random 4K

2. Data throughput #'s are on sequential
256KB work load

EXPRESS
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PCle Card NVMe/SSD Pricing Comparison

* 1.6 TB NVMe x 2
= #EC6V PCle3 x8

= #ENS1

= $5198/1504 GB-=

1.6 TB|NVMe Flash Adapter for IBM

188 G§| IBM i NVMe Load Source Name Space size
= 8x188=1504x2=3008/2541504 GB usable

$3.46/GB

e 387 GB SAS SSD x 8
387GB|Enterprise SAS 4k SFF-3 SSD for IBM |

= Mirroring 8x387=3096/251548 GB usable
- $15,592/1548 GB4%$10.07/GB

= |If the cost of a storage backplane (such as the #EJ1M $4099) is included which is not
required when only PCle NVMe are used

= #ESB9

- $15,592+$4099=$19691/1548 GB=I$12.72/GB

= NVMe have to be mirrored, but with SSDs could use RAID

- RAID-5 7x387=2709 GB usable
- $15,592+$4099=$19691/2709 GB+$$7.27/GB

14

for Business

2 $5,198

8  $15,592
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T ———
for Business

PCle Card NVMe/IBM I/IBM Power Systems Hardware

°* NVMe is able to provide higher performance than SSDs. NVMe technology
can provide significantly more read or write IOPS and significantly larger
throughput (GB/sec) compared to SAS/SATA SSDs. Actual system or
application performance differences will vary by customer and workload.

* NVMe provides additional virtualization capabilities since every device is a
PCle endpoint that can be dedicated to a partition/LPAR

* At least one identical NVMe adapter pair is required; subsequent NVMe
adapter pairs can be different than the first pair. After an identical pair is on
the order, one NVMe adapter of different capacity is allowed. Best practice
would be to only order in pairs to make mirroring the most straightforward.

* NVMe devices require IBM i operating system mirroring as there isn’t
hardware RAID support. Mirrored pairs must be on different physical devices.
NVMe can only be mirrored to NVMe and SAS drives can only be mirrored to
SAS drives.

* Hot spare is not supported, however an extra NVMe could be on the system
as a cold spare to speed up the repair process, and it is only a spare in the
fact that a customer doesn't have to order/plug it in. IBM i development is
aware of the desire for something more capable than a cold spare.
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T ———
for Business

PCle Card NVMe/IBM I/IBM Power Systems Hardware

°* NVMe is only supported in the system unit. It is not supported in a PCle
Gen3 I/O drawer due to both bandwidth issues and required testing.

* S914 supports up to 7 NVMe (A models 3). S924 supports up to 10 NVMe (A
models 5). 7 with only one processor module (A models 3).

* 5914 4-core P05 system is limited to 2 or one pair NVMe devices. N0 mixing
of NVMe and SAS drives is allowed on the 4-core (10 maximum SAS drives).

° 5922 1-core P05 system is limited to 2 or one pair NVMe devices. No mixing
of NVMe and SAS drives is allowed on the 1-core (8 maximum SAS drives).

* E980 supports up to 8 NVMe per drawer (6 first drawer, 8 each drawer 2, 3,
and 4 for a maximum total of 30)

* Note that using multiple PCle card NVMe will affect available 1/0O slots which
can affect system configurations with multiple partitions, and using external
drawers may affect the maximum amount of PCle NVMe.

16 © Copyright IBM Corporation 2020



PCle Card NVMe/IBM 1/IBM Power Systems Hardware

for Business

* Internal HDDs/SSDs are allowed in the system unit “with” PCle card
NVMe (except the S914 4-core).

* A storage backplane is “not” required when PCle card NVMe adapters
are used as the load source for IBM i, but may be nice to have for
future storage expansion.
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PCle Card NVMe in an S9x4 Adapter Slot

¢ =
AOITE IAETEPPRINY RN

18
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PCle Card NVMe IBM 1 HMC Screenshots

for Business

Hardware Management Console

ATSHMC4 Resources = All Systems = ATS_S924B - Paritions - ratsiobmid - Physical 'O Adapters

() Physical I/O Adapters

The table lists all the adapters that are connected to the logical parition. Click Add Adapter to add a physical /O adapter to the logical partition.
Learn More =

BB

ratsibmid
Assigned Physical 'O Adapters
~ <) Running Action Add Adapter
'
I % v Capacity Physical Location Code Description
Partition Actions
|’:‘| 7802 001 WESOETZ2-P1-T3 Universal Serial Bus UHC Spec

General Froperties () U78D2.001.WZSOET}-P1-C8 PCle3 3.2TB NVMe Flash Adapter IIl x8
Processors
Memory ] 7802 001 WZS0ETY-P1-C2 PCle3 3.2TB NYMe Flash Adapter Il x8
Persistent Memory Total : 3 Selected : 0

Physical 'O Adapters
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PCle Card NVMe and IBM |

T ———
for Business

IBM | supports virtualized NVMe (only for the PCle Add In Card) via
VIOS and requires the use of the VIOS LVM (Logical Volume
Manager). This supports IBM 17.2, 7.3 or 7.4. Since this has more
"layers" between IBM | and the storage, it will not perform the same as
native NVMe, thus would not be the recommended option if the
best/most performance is required.

PCle card NVMe service/repair is similar to other PCle card slot
concurrent maintenance, but with extra steps such as described
below:

https://www.ibm.com/support/knowledgecenter/ssw_ibm_i_74/rzaly/rzalynvmefailure.htm
Encryption is not supported today. IBM i development is aware of the
desire for hardware encryption support.

IBM i treats NVMe as the same tier as SSDs, so currently there isn't a
way to tier (say using the Trace ASP Balance (TRCASPBAL)
command) between them.

NVMe devices are now supported (4/14/20 announce) as direct
attached devices for IBM Db2 Mirror for |.
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https://www.ibm.com/support/knowledgecenter/ssw_ibm_i_74/rzaly/rzalynvmefailure.htm

T ———
for Business

PCle Card NVMe Namespaces and IBM |

°* NVMe architecture can use namespaces which is a collection of logical blocks
whose logical block addresses range from O to the size of the namespace. A
namespace ID (NSID) is an identifier used by a controller to provide access to
a namespace.

* With NVMe, an ‘arm’ (logical unit) is a namespace. A namespace is a logical
chunk of a physical NVMe device and multiple namespaces are allowed on
one NVMe device.

° IBMiis the management interface used by a customer to create and manage
namespaces

* IBM i’s use of NVMe architected multiple namespaces provides for many
‘arms’ on a small number of high capacity NVMe physical devices

* IBMican use a NVMe device (up to 16 TB) with only a single namespace for
the whole device. However, for almost all customers, this will cause sub-
optimum performance since more (and smaller) ‘arms’ (logical units) are
better than fewer and larger.

* Note that the word “namespace” is used in the industry and by IBM i in
different ways and in different contexts, so for example, a NVMe namespace
should not be confused with and has nothing to do with ASP namespaces.
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SAS Versus PCle Card NVMe Storage with IBM |

Customer
and
operating
system view

SAS
RAID . .
disk disk disk disk
ARRAY 1 1 5 3 4
SAS IOA SAS IOA
1 2

(i

T ~———
for Business

OS is aware of hardware RAID

Device
physical
view

RAID
ARRAY 1

SAS I0A SAS I0A

1 2

With write With write

cache cache
SAS SAS SAS SAS
disk 1 disk 2 disk 3 disk 4
Parity Parity Parity Parity
stripe stripe stripe stripe

22

disk || disk || disk || disk E\C}"e .
1 2 3 4 evice
A A A
* * * *
\ 4 A v A
disk disk disk disk NVMe
5 6 7 8 device 2
*OS mirroring
NVMe NVMe
device 1 device 2
NS 1 NS 1
NS 2 NS 2
NS 3 NS 3
NS 4 NS 4
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IBM | PCle Card NVMe Mirroring (3 NVMe Option 1)

for Business

Customer disk1 || disk2 | | disk3 || disk4 NVMe
x_ v el .
and All mirrored name
: * * spaces are the
Operatmg X v " same size on all
system disk5 | | disk6 | | disk7 NVMe devices
N 3 device 2
view 1

x \*

A
device 3
*OS mirroring

NVMe NVMe
device 1 device 2
] NS 1 NS 1 Device physical
Device NS 2 NS 2 ﬁapacitybdo?]s not
h Sical ave to be the
view NS 4 NS 4
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IBM i PCle Card NVMe Mirroring (3 NVMe Option 2)

for Business

Customer disk1 | | disk2 | Ve
y evice 1
and If All mirrored name
: spaces are the
Operatmg same size on all
system disk3 | | disk 4 NVMe devices
. 4 Y device 2
view
* * l * *
y \ y
Disk 7 NVMe
device 3
*OS mirroring
NVMe NVMe
device 1 device 2
: NS 1 NS 1 Device physical
Device NS 2 NS 2 capacity does not
physical have to be the
. same size
view
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Recommended PCle Card NVMe Namespace Sizes

for Business

First generation NVMe devices have a hardware boundary of 16 GB for name
spaces. Device capacity can be wasted/lost if name spaces are not multiples of 16.
The maximum number of namespaces on a device is 32.

IBM i screens show Capacities in ‘GB’ (1000**3 (GB), not 1024**3 (GiB))
IBM recommends namespaces of 188 GB or 393 GB (the e-Config default)

Consider only using 393 GB. On the 6.4 TB device there is a lot of unused space
when using 188 because the maximum number of namespaces is 32. The choice of
namespace size is a balance between number of “arms” for (storage management)
performance and other individual customer factors such as scaling/growth of the
system.

Device Device Actual | Number of Namespace Total User Remaining

Nominal Size Namespaces Size Capacity Space on the

Size Used By Device
Namespace (unallocated)

1.6TB 1575 8 188 1448 87

3.2TB 3151 16 188 2977 174

6.4TB 6364 32 188 6016 348

1.6TB 1575 4 393 1556 19

3.2TB 3151 8 393 3112 38

6.4TB 6364 16 393 6288 76
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IBM i Support of U.2 NVMe on POWER9 Servers

e
i
=

for Business
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U.2 NVMe

* New S922/5914/S924 G models added Enterprise PCle GEN4 NVMe U.2 modules

* Same capacity points as PCle card NVMe (1.6/3.2/6.4 TB). The 800GB is NOT
supported by IBM i natively as it is meant as a VIOS/AIX/Linux boot drive.

for Business

* Upto 2 or 4 are supported based on the backplane
= 6 SFF-3 bays & 2 NVMe U.2 drive slots
= 4 NVMe U.2 drive slots
= 2 NVMe U.2 drive slots

* Requires IBM i 7.4 TR2 or later

* Can mix PCle card NVMe and U.2 NVMe on the same system
= S914 — 7 PCle card + 4 U.2 front drives (11 max)
= 5922 — 10 PCle card + 4 U.2 front drives (14 max)
= 5924 — 10 PCle card + 4 U.2 front drives (14 max)

* New IBM i load source name space sizes:
= #ENSA 200GB IBM i NVMe LOAD SOURCE NAME SPACE SIZE
= #ENSB 400GB IBM i NVMe LOAD SOURCE NAME SPACE SIZE
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Work with Disk Units

Select one of the following:
1. Save load source disk unit data
2. Copy load source disk unit data
3. Display/change page data
4. Analyze disk unit surface
5. Initialize and format disk unit
6. Reclaim IOA cache storage
7. Stop device parity protection
8. Update system wvital product data
9. Start device parity protection - RAID 5
10. Start device parity protection - RAID 6
11. Start device parity protection - RAID 5 with hot spare
12. Start device parity protection - RAID 6 with hot spare
13. Start device parity protection - RAID 10
14 __Start device paritu nrotection - RAID 10 with hot spare
15. Work with NVM Devices
Selection
15
F3=Exit F12=Cancel
MAll+ A 21/007
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Work with NVM Device
Select one of the following:

Display NVYM namespaces

Display NVM devices

Create NVM namespaces

Delete existing NVYM Namespaces

Sanitize/Erase NVM device

Format NVM device to prepare device for IBM 1

a3l BN LR

Selection

F3=Exit F12=Cancel

MA+ A 21/007
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Display NYM Namespaces

Mamespace
NYM Serial Resource Capacity
Device ASP Unit Number Type Model Name in GB
| YOYACBYCBO S 58FD DCO3
* * YCMHAGNF4E86 6600 205 DPHOOD1 3151
2 YOYACBYCBO 6 58FD DCO4
* * YUTUCYFW7G6AJ 6600 205 DPHOODZ2 3151
* — Mon-configured disk unit
F3=Exit FH=Refresh F12=Cancel
MO+ A 01/001
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PCle Card NVMe IBM 1 DST/SST Screenshots

Display NVYM Dewvices

g

for Business

Serial Resource = ——+-—- Capacity in GB-—————-—- -—-—-Namespaces—-
Number Mame Type Used Available Total Used Availl Total
YOYACBYCBO S DCO3 58FD 3151 0] 3151 1 31 32
YOYACBYCBOYG DCo4 58FD 3151 0] 3151 | 31 32
F3=Exit FH=Refresh F12=Cancel

MA+ A 01/001
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Select HNVM Device

Type option, press Enter.

1=5elect
Serial Resource
Ont Device Number Name Type Logical Address
1 | NVM YOYACBYCBO S DCO3 S8FD U78D2.001 . WZSOET2-P1-C8
NVM YOYACBYCBO Y6 DCO4 S58FD U78D2.001 WZSOET2-P1-C2
F3=Exit F12=Cancel
MO+ A 09/002
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Delete Existing NVYM Namespaces

Serial Resource
Device NMumber Name Type Logical Address
NVM YOYACBYCBO75 DCO3 S58FD U78D2.001.WZS0OET2-P1-C8

Type option, press Enter.
4=Delete Namespace

Serial Resource Capacity
Optinon HNumber Tupe Model HMName in GB
4 YCMHAGNF4EB6 6600 205 DPHOO1 3151
F3=Exit Fi=Select ALl F12=Cancel
MO+ A 12/006

© Copyright IBM Corporation 2020



PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Confirm Delete Existing NVYM Namespaces

Serial Resource
Device Number Name Type Logical Address
HYM YOYACBYCBO5 DCO3 58FD UY8D2.001.WZ2SOET2-P1-C8
———————— Capacity in GB————————- ---Namespaces——-
NVYM Configuration Used Available Total Used Availl Total
Current . . . . . . : 3151 0 3151 1 31 32
Projected . . . . . : 0] 3151 3151 0] 32 32

Attention: this function will destroy the data in the selected namespaces.

Serial Resource Capacity
Option HNumber Type Model MName in GB
4 YCMHAGNF4E86 6600 205 DPHOO 1 3151

Press F10 to confirm the choice to delete the selected namespaces.
Press F12 to return to change your choice.

F10=Confirm F12=Cancel

MA+ A 01/001
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Work with NVYM Device
Select one of the following:

Display NVYM namespaces

Display HVM devices

Create NVYM namespaces

Delete existing NVYM Namespaces

Sanitize/Erase NVM dewvice

Format NVM device to prepare device for IBM 1

O B b

Selection

F3=Exit Fi12=Cancel
|The Delete is complete.
MAoll+ A 217007
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Select HNVM Device

Type option, press Enter.

1=5Select
Serial Resource
Opt Dewvice Number Name Type Logical Address
1 | NVM YOYACBYCBO S DCO3 S8FD U78D2.001 . WZSOET2-P1-C8
NVM YOYACBYCBO Y6 DCO4 S58FD U78D2.001 WZSOET2-P1-C2
F3=Exit F12z=Cancel
MAll+ A 09/002
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Create NVM Namespaces

Serial Resource
Device Number Name Type Logical Address
NVM YOYACBYCBO /5 DCO3 S58FD U7Y8D2.001 WZSOET2-P1-C8
———————— Capacity in GB-————————- -—-Namespaces——-
NVYM Configuration Used Available Total Used Avail Total
Current . . . . . . 0] 3151 3151 0] 32 32

Type choices, press Enter.
Quantity of namespaces to create . . . . : 0| (1 - 32)
Capacituy of each namespace . . . . . . . : 0| ( 64 - 3151) GB

F5=Refresh Fl12=Cancel

127050
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Create NVYM Namespaces

Serial Resource
Device Number Name Type Logical Address
NVM YOYACBYCBO Y5 DCO3 S58FD U/8D2.001 . WZSOET2-P1-C8
———————— Capacity in GB--------- -——-Namespaces——-

NYM Configuration Used Available Total Used Avail Total

Current . . . . . . 0 3151 3151 0 32 32
Type choices, press Enter.

Quantity of namespaces to create . . . . : 16 | (1 - 32)

Capacity of each namespace . . . . . . . : 188 | ( 64 - 3151) GB
F3=Exit FS=Refresh Fl12=Cancel

MA+- A 12/050
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PCle Card NVMe IBM 1 DST/SST Screenshots

Confirm Create NVM Namespaces

g

for Business

Serial Resource
Device Number Name Type Logical Address
MM YOYACBYCBO75 DCO3 58FD UY8D2.001.WZSOET2-P1-C8
Quantity of namespaces to create 16
Capacity of each namespace to create 188 GB
———————— Capacity in GB-————————- -—--Namespaces——-
NYM Configuration Used Available Total Used Avail Total
Current . . . . . . : 0] 3151 3151 0] 32 32
Projected . . . . . : 3008 143 3151 16 16 32

Mote: Each namespace will be shown as a non-configured disk
unit when the create operation completes.

Press F10 to confirm the choice to create namespaces.
Press F1Z to return to change your choilce.

F10=Confirm Fi12=Cancel

MO+ A

01/001
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Work with NVM Device
Select one of the following:

Display NVYM namespaces

Display NVM devices

Create NVM namespaces

Delete existing NVYM Namespaces

Sanitize/Erase NVM device

Format NVM device to prepare device for IBM 1

oy RN A I I

Selection

F3=Exit F12=Cancel
|The Create i1s complete.
Mo+ A 21/007
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PCle Card NVMe IBM i1 DST Screenshots g

for Business

Display NVYM Namespaces

Namespace
NYM Serial Resource Capacity
Device ASP Unit Number Type Model Name in GB
1 YOYACBYCBO 5 58FD DCO3
* £ YMPOKAPZZWGG 6B7D 205 DDOO1 188
x * YHKACXU3B3.JB 6B7D 205 DDOB2 188
* * YOHQFUPS5DPU2 6B7D 205 DDOO3 188
* * YCMHAGNF4ES6 6B7D 205 DDOBO4 188
*® *® YYQIVVYMT S8NH 6B7D 205 DDOO5S 188
* £ YZHPQMOWDSDXK 6B7D 205 DDOOG 188
*® * YNEM3WDHNQXS 6B7D 205 DDOOY 188
* £ YARDQBLT8VJG 6B7D 205 DDOOS8 188
* * YVDYFZCESX2Z 6B7D 205 DDOBY9 188
* * YCENTSFBR7YRC 6B7D 205 DDO10O 188
x * YH6QQVE3T562 6B7D 205 DDO11 188
* * YCCKX3L6HZSQC 6B7D 205 DDO12 188
x * Y3QBNVUBAFYS 6B7D 205 DDO13 188
*® * YA4fPSMO928RCJ 6BYfD 205 DDhO14 188
* £ YASDH52XL3D9 6B7D 205 DDO15 188
More. ..
* — Non-configured disk unit
F3=Exit Fbh=Refresh F12=Cancel
MAj+ A 01/001
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PCle Card NVMe IBM i WRKDSKSTS Screenshots g

for Business

Work with Disk Status IBMIA4
12/03/19 12:49:08 CST

Elapsed time: 00:00:00
Size % 1/0 Request Read Write Read Write %
Unit Tupe (G)  Used Rgs Size (K) Rgs Rgs (K) (K) Busuy
1 6B7YD 188 5.5 .0 .0 .0 .0 .0 .0 0]
1 6B7YD 188 5.5 L0 .0 .0 .0 .0 .0 0
2 BBYD 188 1.5 .0 Work with Disk Status
2  6B7YD 188 1.5 .0
3  BRBTD 188 1.5 0 Elapsed time: 00:00: 00
3 6B7D 188 1.5 .0 PENect ion
j gg;g 122 1'2 'g Unit ASP Type Status Compression
: : 1 1  H™MRR ACTIVE
5 6B7D 188 1.5 .0 1 1 MRR ACTIVE
5 6BYD 188 1.5 .0 > 1 MRR ACTIVE
6 6B7D 188 1.5 .0 2 1 MRR ACTIVE
6 6B7D 188 1.5 .0 3 1 MRR ACTIVE
¥ 6B7D 188 1.5 .0 3 1 MRR ACTIVE
q 1 HMRR ACTIVE
4 1 MRR  ACTIVE
Command 5 1 MRR  ACTIVE
_— 5 1 MRR ACTIVE
F3=Ewxit Fh=Refresh Fl12=Cancel 6 1 MRR AcTIVE
G 1 HMRR ACTIVE
A 7 1 MRR ACTIVE

Command

F3=Exit F5=Refresh Fl1Z2=Cancel F24=More keys
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PCle Card NVMe IBM 1 DST/SST Screenshots g

for Business

Display Disk Configuration Protection

Serial Resource Hot Spare
Number Type Model HName Protection Protection
Mirrored
YMPOKAPZZWGBG 6B7YD 205 DDOO1 planar
YRUBDUHFXXQF 6BYD 205 DDO17 planar
YHKACXU3B3JB 6BYD 205 DDOOZ2 planar
YHDWSLMGBLEN 6BY/D 205 DDO18 planar
YOHQFUPSDPU2 6BYD 205 DDOO3 planar
Y282DTKBGKDF 6B/D 205 DDO19 planar
YCMHAGNF4EB6 6BYD 205 DDOO4 planar
YUTUCYFWYBAJ 6BY/D 205 DDO20O planar
YYQ7VVYMT S8NH 6BYD 205 DDOOS planar
YEQJSGREBCYWW 6B7/D 205 DDO21 planar
YZHPQMAWD5SDXK 6BYD 205 DDOOG planar
YAQDEAKY2Z20M 6BY/D 205 DDO22 planar
YNEM3WDHNQXS 6BYD 205 DDOOY planar

1
1
2
2
3
3
4
4
5
5
6
6
Fi

O ZE L Z === == ===

=

Press Enter to continue.

F3=Exit F5=Refresh F9=Display disk unit details
F11=Display non-configured units F12=Cancel

01/001
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IBM Knowledge Center — NVMe Fuel Gauge

for Business

IEM Knowledde Center

Home » POWERS 9080-M95 » 9080-M9S (IEM Power System E980) » Installing, removing and replacing customer-installable parts » PCIe adapters » Installing PCle adapters in the system
Related procedures for installing PCIe adapters »

Checking the amount of remaining life in NVMe devices

= Table of Contents Change version or product ~

Learn how to use operating system commands to find the amount of remaining life in an NVMe device.

Using the operating system commands

The AD{®, IEM® |, and Linux operating systems have commands that you can use to determine the amount of life that is remaining in an NVMe device.

= Running the AIX command to check the amount of remaining life in NVMe devices
Find information about using the AIX operating system to find the amount of remaining life in an NVMe device.

* Running the IBM i command to check the amount of remaining life in NVMe devices
Find information about using the IBM i operating system to find the amount of remaining life in an NVMe device.

* Running the Linux smart-log command to check the amount of remaining life in NVMe devices

Find information about using the Linux operating system smart-log command to find the amount of remaining life in an NvMe device.

https://www.ibm.com/support/knowledgecenter/en/9080-M9S/p9hak/pxhak nvme remaining life kickoff.htm

44 © Copyright IBM Corporation 2020


https://www.ibm.com/support/knowledgecenter/en/9080-M9S/p9hak/pxhak_nvme_remaining_life_kickoff.htm

IBM i NVMe Fuel Gauge g

for Business

MAIN IBM 1 Main Menu
System: IBMIA4
Select one of the following:

User tasks

Office tasks

General system tasks

Files, libraries, and folders
Programming

Communications

Define or change the system
Problem handling

Display a menu

Information Assistant options
IBM 1 Access tasks

= O W W= O R WA

ok

90. Sign off

Selegtion_or command

===>|CALL PGM(QSMGSSTD) PARM( ' NVMEGAUGE ' X'00000009' 'SSTDO100° X'00000000°)

F3=Exit FA4=Prompt F9=Retrieve F12=Cancel F13=Information Assistant
F23=Set initial menu

VE 20/007

© Copyright IBM Corporation 2020



IBM i NVMe Fuel Gauge — Page 3 g

for Business

Display Spooled File
File . . . . . : QPCSMPRT Page/Line
Control . . . . . _ Columns
Find A &
o 1 -2 2. T - T T - T
PERCENTHGE USED (IDD/ MEHNS END OF LIFE):

LR Ik d — Ay [ R il el L W . IR LT T o

— 4
Urirrn Wit o niberigy \I‘IUII Sl DT Uriinr wJimae =) . \J\}QB?

DATA UNITS WRITTEN (NUM 512 BYTE DATA UNITS): 6115427
HOST READ COMMANDS: 918982

HOST WRITE COMMANDS: 17685965

CONTROLLER BUSY TIME (MINMUTES): 20

POWER CYCLES: ¥

POWER ON HOURS: 27

UNSAFE SHUTDOWNS: 4

MEDIA AND DATA INTEGRITY ERRORS: ©

NUMBER OF ERROR INFORMATION LOGS: 65

WARNING COMPOSITE TEMPERATURE TIME (MINUTES): O
CRITICAL COMPOSITE TEMPERATURE TIME (MINUTES): O
TEMPERATURE SENSOR 1: 38 C

TEMPERATURE SENSOR 2: 3% C

TEMPERATURE SENSOR 3: 3% C

F3=Exit F12=Cancel F19=Left F20=Right F24=More keys
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NVMe, IBM i, and SQL (new 2Q2020)

T ———
for Business

 The QSYS2.SYSDISKSTAT view contains information about disks
» The view is enhanced to recognize NVMe devices

select disk_model, disk_type,

case when unit_type = 1 then 'SSD' else 'Spinning' end as "Type of disk",
case when unit_nvme =1 then 'NVMe' else 'Not NVMe'
end as "NVMe indicator", percent_used from sysdiskstat;

* Mixed SSD and NVMe example

DISK_MODEL DISK_TYPE Type of disk NVMe indicator

Be99
bS50
0205
0205
0205

198E
198C
6B7D
6B7D
6B7D

Spinning
Spinning
SSD
SSD
SSD

47

Not NVMe
Not NVMe
NVMe
NVMe
NVMe

PERCENT_USED
7.848
0.006
0.006
0.006
0.006
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NVMe, IBM i, and SQL (new 2Q2020)

for Business

» All NVMe system example (using ACS Run SQL Scripts)

1 aslect disk_model, disk_type,

Z2 rcase when unit type = 1 then '35D' else 'Spinning’

3 end as "Type of disk",

4 case when unit nvme = 1 then 'HVMe' elas "Hot HVMs'

3 end as "NMe indicator™, percent_used from gsysi.syadiskstat;
DISE MODEL  DISE TYPE @ Type of disk NVMe indicator FERCENT USED
0205 &B7D 55D HMe 4.902
0205 687D 55D e 1.852
0205 &B7D 55D HMe 1.855
0205 &B7D 55D HMe 1.853
0205 &B7D 55D HMe 1.852
0205 &B7D 55D HMe 1.852
0205 &B7D 55D HMe l.852
0205 &B7D 55D HMe l.852
0205 &B7D 55D HvMe 1.852
0205 &B7D 55D HWMe 1.852
0205 &B7D 55D HWMe 1.354
0205 &B7D 55D HWMe 1.853
0205 &B7D 55D HMe 1.852
0205 &B7D 55D HMe 1.852
0205 &B7D 55D HMe 1.852
0205 &B7D 55D HWMe 1.852

Done: 16 rows retrieved.
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IBM Knowledge Center - IBM i 7.4 - PCle Card NVMe

T N—
for Business

IBM Knowledge Center

Modernize your platform withIBM 7.4

Use the latest features to drive innovation

Home > IBMi7.4 » Systemsmanagement » Disk management >

NVMe

= Table of Contents Change v n or product ~

>
NVMe (non-volatile memory express) is a host controller interface and storage protocol created to accelerate the transfer of data between enterprise and client systems and solid-state drives (SSD) over a computer's high-speed Peripheral
Compenent Interconnect Express (PCIe) bus.

* NVMe concepts
MVMe (non-volatild memory express) is a host controller interface and storage protocol created to accelerate the transfer of data between enterprise and client systems and solid-state drives (S50) over a computer’s high-speed
Peripheral Comporfent Interconnect Express (PCIe) bus.

+ Managing NVMe
This topic describgg how to manage your NVMe devices and namespaces.

Parent topic: Related reference

—» Disk management —» MVMe failure with disk units mirror protected

—» Installing a new partition using a NVMe as the load source disk unit
—» Removing an operational NVMe device from a partition

—» Upgrading the system ASP to NVMe - mirror protected

—» Upgrading the system ASP to NVMe - not mirror protected

Y

Upgrading a user ASF to NVMe

https://www.ibm.com/support/knowledgecenter/ssw ibm i 74/rzaly/rzalynvme.htm
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IBM i 1/O Support Summary — PCle Card NVMe

IBMiI/O Support

Enhancements from Nov 2019

#ECEV, #ECHU - PCIed x8 NVMe 1.6 TE 550 NVMe Flash
Adapter - IBM 1

#ECEX, #ECHW- PCIe3 x8 NVMe 3.2 TB SSD NVMe Flash
Adapter-1BM 1

#ECHZ, #ECHY - PCIe3 x8 NVMe 6.4 TB S50 NVMe Flash
Adapter for IBM i

#ESBY - 387GB Enterprize SAS 4k SFF-3 SSD for IBM i

#ESBE - 387GE Enterprise SAS 4k SFF-2 55D for IBM

#ESBF - 775GB Enterprise SAS 4k SFF-3 55D for IBM i

#ESBH - 775GE Entarprise SAS 4k SFF-2 55D for IBM |

#ESBK - 1.55TB Enterprise SAS 4k SFF-3 55D for IBM |

#ESBM - 1.55TB Enterprise SAS 4k SFF-2 55D for [BM i

#ESBS - 387GE Enterprise SAS 4k SFF-3 5SSO for AD{/Linux

#ESBA - 387GE Enterprise SAS 4k SFF-2 55D for AD{/Linux

#ESBE - 775GE Enterprise SAS 4k SFF-3 55D for AD{/Linux

https://www.ibm.com/support/pages/node/1135378

Type of Configuration
(Native, VIOS, iVirt, All)

All

All

Native, iVirt

Native, iVirt

Native, iVirt

Native, iVirt

Native, iVirt

Native, iVirt

WIOS

WIOS

VIOS

IBMi7.4

Tech Refrash 1

Tech Refresh 1

Tech Refrash 1

Base

Base

Base

Base

Base

Base

Base

Base

Base

50

IBMi 7.3

Base (VIOS, IVirt)

Base (WIOS, iVirt)

Base (VIOS, iVirt)

Tech Refrash 3

Tech Refrash 3

Tech Refrash 3

Tech Refrash 3

Tech Refrash 3

Tech Refrash 3

Tech Refrash 3

Tech Refrash 3

Tech Refrash 2

IBMi 7.2

Base (VIOS, Virt)

Base (VIOS, ivirt)

Base (VIOS, ivirt)

Tech Refrash 7

Tech Refrash 7

Tech Refrash 7

Tech Refrash 7

Tech Refrash 7

Tech Refrash 7

Tech Refrash 7

Tech Refrash 7

Tech Refrash 7
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IBM i 1/O Support Summary — U.2 NVMe

IBM i 10 Support

FEJL1Q - NVMe U.2 Passthru edapter Gen& capable

#EJ15 - Storage backplane with 6 5FF-3 Bays and 2 front
PCIe Gend NVMe U.2 drive slots

HEJLT, #EXLV - Storage backplane with 2 front PCle Gend
NVMe U.2 drive slots

HEJ1U, #EXAW - Storage backplane with 4 front PCIe Gend
NVMe U.2 drive slots

#ES1F - Enterprise 1.6 TB 550 PCIed NVMe U.2

module for IBM |

#ESAH - Enterprise 3.2 TB 55D PCIe4 NVMe U.2 module for
IBM i

HECSW - Enterprise 6.4 TE 35D PCIe4 NVMe U.2 module for
IBMi

#ESAE - Enterprise 1.6 TB 550 PCIed NWMe U.2 module for
ADXfLinux

HES1G - Enterprise 3.2 TE 550 PCIe4 NVMe U.2 module for
ALXfLinux

#ECBEV - Enterprize 6.4 TB 350 PCIed NVMe U.2 module for
ADXfLinux

Type of Configuration
(Mative, VIOS, iVirt, All)

All

All

All

All

Mative, iVirt

Mative, iVirt

Mative, iVirt

VIOS

VIOS

VIOS

IEMi7.4

Tech Refresh 2

Tech Refrazh 2

Tech Refresh 2

Tech Refrazh 2

Tech Refresh 2

Tech Refrazh 2

Tech Refresh 2

Baze

IBEMi7.3

Base (VIOS, iVirt)

Tech Refresh 8

Base (VIOS, iVirt)

Base (VIOS, iVirt)

Base (iVirt only)

Base (iVirt only)

Base (iVirt only)

Base

Base

Base

IBEMi7.2

Base (VIOS, ivirt)

Resave R3-T20-0

Base (VIOS, ivirt)

Base (VIOS, iVirt)

Base (iVirt only)

Base (iVirt only)

Base (iVirt only)

Base

Base

Base

https://www.ibm.com/support/pages/node/1135378
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IBM i I/O Support Details — PCle Card NVMe

November 2019 - IBM i 7.4 Technology Refresh 1 and IBM i 7.3 Technology Refresh 7 and IBMi 7.2

For more details on the new Power I/O features and enhancements listed below, see the October 8, 2019, announcemsnt

letter IBM Power Systems enhancements.

IBM i 7.4 TR natively supports PCIe3 %8 SSD NVMe adapters that provide multiple capacity points for enterprise workloads on selected Power servers
with POWER®S™ technology. Support is for selected dedicated and VIOS VSCSI attached NVMe devices. These low latency devices can be used as IBM i
load sources and are able to provide a high number of IOPS and enhancad virtualization capabilities. Mirroring is required. Pairs of these storage

devices can be added to LPAR configurations as dedicated PCle devices.

Each device is a partitionable endpoint that can be dedicated to an LPAR, meaning that multiple partitions may be configured for a single system unit

without the need to use virtualization.

IBMi7.4,7.3, and 7.2 configurations with VIOS are also supported as virtual SCSI drives that are backed by NWMe devices. Other previously announced
devices can be used for the VIOS boot disk but should not be virtualized to IBM i. For VIOS configurations, support is for VIOS VSCSI LVM client only, so
block size is 4096.

IBM i IBM i with VIOS
1.6TB #ECHV, #ECAU #ECHB, #ECEG
3.27TB #ECH6X #ECHW #ECSD, #ECSC
64718 #EC6Z, #ECHY #ECHF, #EC5E

Additional code levels required:

FWa40, or later

VIOS 3.1.0 (for VIOS configurations)

Mew Enterprise 5505 - 387 GB, 775 GB, 1.55 TB-IBMi 7.4, IBMi 7.3 TR 3,and IBMi7.2TR 7

A new generation of enterprise 2.5-inch solid-state drives (550) improves enterprise-class reliability, endurance, and capacity characteristics.

https://www.ibm.com/support/pages/node/1137508
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IBM i 1/O Support Details — U.2 NVMe

July 2020 - IBM i 7.4 Technology Refresh 2 and IEM i 7.3 Technology Refresh 8 and IBM i 7.2 Resave RS5-720-0

For more details about the new L0 for Power Systems with POWERS technology, see the features listed and described in the following July 14th
announcement letters:

* IBM Power 5914 model 9009-41G

= IBM Power 5924 model 9009-42G

Storage backplanes and Passthru Card for Power Systems Scale Qut models with POWER?Y technology and PCle gend switches

are several new optiens for storage backplanes for the new Power Systems Scale Out models with POWERS technology and PCle gend slots. There iz
also a passthru card that is required for cabling some of NVMe devices to the storage backplane in some configurations, such as with the #EJ1T and

#EJ1V storage backplanes.

All options are supported natively for IBM i 7.4, However, only #EJ15 is supported natively for IEM i 7.3 and 7.2. Alloptions are supported as IBM i
virtual client for IBM i virtualization and VIOS configurations.

The storage backplane options provide different numbers of SFF-3 Bays for SAS disk and PCle Gend U.2 bays for MVMe:

Model 241G & 42G Model 220G (8-, 10-, 11-cores) Model 220G (1-core)
NMe U.2 Passthru adapter Gen4 capable FE1LQ =EJLQ FEJ1Q
6 5FF-3 bays & 2 NWMe U2 drive slots #EBJ1S A MfA
4 MWMe U_2 drive slots =EJLU FEILW FEJIW
2 NWMe U_2 drive slots =BT FEILV FEILV

Dedicated and VIOS suppert for Enterprise PCle4 NVMe U.2 modules - IEMi7.4 TR 2, IEMi7.3 TR &, I[EMi7.2

IBM i 7.4 TR2 natively supports selected Enterprise PCIed NVMe U.2 modules that provide multiple capacity points for enterprise workloads on selected
Power servers with POWERS™ technology. These low latency devices can be used as IBM i load sources and are able to provide & high number of IOPS
and enhanced virtualization capabilities. Mirroring is required. Mirrered sets of these storage devices can be added to LPAR configurations as dedicated
PCle devices. Support is also provided for VIOS WSCSI attached NVMe devices.

Each mirrored set of devices is a partitionable endpoint that can be dedicated to an LPAR, meaning that multiple partitions may be configured for a single
system unit without the need to use virtualization.

IBMi7.4, 7.3, and 7.2 configurations with VIOS ars also supported as virtual SCSI drives that are backed by NVMe devices. For VIOS configurations,
support is for VIOS VSCSI LVM client only, so block size is 4096.

IBM i IBM i with VIOS
16TE =ESLF ZESLE
327B £ES1IH EESLG
SATE =ECEW ZECEY

https://www.ibm.com/support/pages/node/1137508
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Summary...

Multiple NVMe devices are available on IBM POWERS9 servers
NVMe devices are supported on AlX, Linux, IBM i and VIOS
NVMe devices are easy to install and configure

NVMe devices are fast
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Related Information
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IBM i on Power - Performance FAQ

18M Power Systems Performance 8 . 5 I/O Q U ESTI O N S

% * What are some common disk subsystem

configuration changes that can hurt performance?
* How can | analyze I/O subsystem performance?
IBM 1 on Power - Performance FAQ .
May 1, 2020

* | can’t modify my applications. What can | do to
improve my 1/O performance?

* How do | virtualize IBM Serial-Attached SCSI (SAS)
adapters for the best performance?

How can | tell if my applications will benefit from
SSDs?

* How many and what type of storage 1/0 products will
meet performance requirements for an upgrade or
new system or workload?

IBM Corporation * How can | tell if a FlashSystem solution is the best
storage configuration for my environment?

* How do | analyze I/O performance if I'm using
external storage?

* What are the IBM i performance effects of using 4096
byte sector drives?

* Should | utilize NVMe drives?

IBM 1 oo Power Performance FAQ Fage 1 ol 102

https://www.ibm.com/downloads/cas/QWXA9XKN
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IBM Knowledge Center — IBM i 7.4 Disk Management

IEM Knowledge Center

Home > IBMi7.4 » Systems management >

Disk management

X Table of Contents Change version or product ~

I8M i 7.4 documentation
About IBM i information
Availability

Basic system operations
Connecting to your system
Database

Electronic business and Web serving
Files and file systems

I8M i and related software
Metworking

Performance

Printing

Programming

Security

Service and support
Storage solutions
Systems management
+ Backup and recovery

+ Common Information Model

What's ngw for IEM i 7.4

POF file for Disk Management
+ Getting started with disk management
+ Disk protection
+ Disk pools

Disk encryption

External load source disk unit

+ NVMe

Disk management checklist

Freguently asked guestions

Use the information in this topic to effectively manage your disk units, disk pools, independent disk

Adisk pool is also referred to as an Auxiliary Storage Pool or ASP.

What's new for IBMi 7.4
Read about new or significantly changed information for the Disk Management topic collection.

PDF file for Disk Management
You can view and print a PDF file of this information.

Getting started with disk management
When a new disk unit is attached to the system, the system initially treats it as a non-configured

Disk protection
It is important to protect all the disk units on your system with either device parity protection or

Disk pools
A disk pool, also referred to as an auxiliary storage pool (ASF) in the character-based interface, i

Disk encryption
Disk encryption allows you to encrypt data that is stored in basic disk pools and independent dis|

External load source disk unit
The load source disk unit is the disk unit that contains the initial programs and data that are use

NVMe
NVMe (non-volatile memory express) is a host controller interface and storage protocol created
Peripheral Compaonent Interconnect Express (PCIe) bus.

Disk management checklist
This topic contains chacklists for performing configuration procedures. Use this information to d

Frequently asked questions
Here is a list of independent disk pool quastions and answers. If you have a question that is not

Related information for Disk management
Product manuals, IBM® Redbooks® (in PDF format), Web sites, and other information center topi

https://www.ibm.com/support/knowledgecenter/ssw_ibm i 74/rzaly/rzalydmkickoff.htm
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E950/E980 NVMe Options

Hardware Features
* NVMe Specs. 1.2.1 Compliant
e PCleGen3x4

*power < 12 Cewes  aere  azE Software Support

¢ Block Size 4096(Default), 512 FC EC5J EC5K EC5L e AIX, VIOS
*Non Volatile Write Buffer e Linux

e Endurance 2.4 DWPD
® Power Loss Protection

¢ RAIF: Tolerant of single flash die failures Workload Tsi)rgga Tlag%atZTB
¢ PCle Vendor VPD Support ( I E(L6/8: )
« Boot: Option ROM BAR 128KB Read (IOPS) 380K 500K
e Warranty 5 years Write (IOPS) 60K 80K
® Hot Plug capable Mixed R/W (70/30) 135K 150K
* MTBF 2 2 million hours Read Data Tp (GB/s) 16 2.6/3.2
. s
¢ End Of Life Data Retention > 3 months Write Data Tp (GB/s) 105 19
e EEH Support E— %0 50
e Live Firmware Update ce0 Laifensy (Ue)
o NVMe-MI Support Write Latency (us) 20 20
Supported POWERS9 Platforms Notes:
« E950 1. 10Ps and Latency #'s on random 4K
2. Data throughput #'s are on sequential 256KB
* E980 workload
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Where are NVMe Storage Devices in e-Config?

~ 9009-42G: Server 1

Products vy

Storag
Summary vy

Data Protection
System o

(0040) Mirrored System Disk Level, Specify Code (for IBM i use only)
[Soee |

Adapters Filter Hard Drives

Expansions Hard Drives Proposed

Power (EC5W)-Enterprise 6.4 TB 55D PCIed NVMe U.2 module for IBM i
Codes (ES1F)-Enterprise 1.6 TB 55D PCIe4 NVMe U.2 module for IBM i
CSP/LPAR (ES1H)-Enterprise 3.2 TB S5D PCled NVMe U.2? module for IBM i
05 PCS (ES91)-387GB Enterprise SAS 4k SFF-3 55D for IBM i
(ES95)-387GB Enterprise SAS 4k SFF-2 55D for IBM i
(ESB9)-387GB Enterprise SAS 4k SFF-3 55D for IBM i
(ESBB)-387GB Enterprise SAS 4k SFF-2 55D for IBM i

S05Wo0s

Implementation Services

o o o o o o o

Integrated Supt Svcs

Additional Hardware Proposed
(EJ1C)-Base Storage Backplane 12 5FF-3 Bays/RDX Bay 0
(EJ1D)-Expanded Function Storage Backplane 18 SFF-3 Bays/Dual I0A with Write Cache/Opt .
Ext SAS port

EJ1M)-Expanded Function Storage Backplane 12 SFF-3 Bays/RDX Bay/Opt Ext SAS port
(EJ15)-Storage Backplane Gend with 6 SFF-3 Bays and 2 NVMe U.2 drive slots
(EJ1T)-5torage Backplane Gend with 2 NVMe U.2 drive slots

= | 2 |

(EJ1U)-Storage Backplane Gend with 4 NVMe U.2 drive slots
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Where are NVMe Storage Devices in e-Config?

1
Category to View:
Products o NVMe Adapter
Summary v IHtion:
Views are sorted by feature code
System v
T hcopir |

Expansions
Power Form Factor
Codes All
e Adapters Proposed
LEHES (EC6V)-PClIe3 x8 1.6 TB NVMe Flash Adapter for IBM i 0
S0SWO0S (EC6X)-PCle3 x8 3.2 TB NVMe Flash Adapter for IBM i 0
Implementation Services (EC6Z)-PCle3 x8 6.4 TB NVMe Flash Adapter for IBM i 0
Integrated Supt Svcs = Configquration Information: (Additional features auto-configqured to satisfy selections where possikle)

PCI-E Slot: 1 of & used

Selections:

(1} (3B99)-PCIe2 4-port 1GLE ARdapter

Order Codes

(EB74)-1BM i 7.4 Indicator

(ECP0)-Cloud Private Solution

(EN51)-188 GB IBM i NVMe Load Source Namespace size

Load Source
(ESLV)-Load Source Specify for EC6V (NVMe 1.6 TB 55D for IEM i)

(Base)-Internal Load Source

(ENS52)-393 GB IBM i NVMe Load Source Namespace size
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NVMe Devices in AIX — Listing NVMe Devices in AIX

TERMIMNAL — ttys000

AIX 7.2 Server :> lscfg | grep nvme
+ nwmﬂﬁ U7B05.MD3.C55188A-P2-C1 PCIe3d x4 NVMe Flash Adapter
AIX 7.2 Server := lscfg -vp -1 nvme@

nvmew UrgUh.MNOd.Los1een-FL-LL PLled x4 NVMe Flash Adapter

S08GE NVMe Gen3d U.2 Slim 55D
Part Number...oevcernneraee @10
E(: LE.'JIE.LIIII-I-I-I-I-I-I
FRU Mumber. s eusssnas
Product Specific. (AN)e..eas @LLUTGE
Feature Code/Marketing ID...EC5]
Customer Card ID Mumber.....3964
Serial Number.........
Product Specific.(Z@).
Product Specific. (Z1)
Product i
Product
Product
Product
Product JpEElflr
Product Specific.
Product Jpeclflr.L7EJ.......153T
Product Specific.(Z0)
Product Specific.(ZA).
Product Specific.(ZB)
Manufacture ID..............3dHYEHIQBEIE
Product Specifi
ROM LFnFI.Idltprahlel.......PEd MH38
Hardware cation Code...... U7805.ND3. C551080A-P2-C1

PLATFORM SPECIFIC
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NVMe Devices in AIX — Using SMIT

Move cursor to desired item and press Enter.

Software Installation and Maintenance
Software License Management
" -

TERMIMAL — ttys000

Lystem Management

=-Mzragement (Physical & Logical Storagel

Communlications Applications and Services
Workload Partition Administration
Print Spooling

Advanced Accounting

Problem Determination

Manage the AIX Cryptographic Framework
Performance & Resource Scheduling
System Environments

Processes & Subsystems

Applications

Installation Assistant

Electronic Service Agent

Using SMIT (information anly)

Fl=Help F2=Refresh
Esc+3=Shell Esc+@=Exit

F3=Cancel
Enter=0o

63
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NVMe Devices in AIX — Using SMIT

TERMIMAL — ttys000

bDevices
Move cursor to desired item and press Enter.

[MORE. . .13]
Cryptographic Adapters
Communications
Graphic Displa
Graphic Input Devices
Low Fumction Terminal (LFT)
Target Mode Initiator Device
S5C5I Adapter
FC Adapter
IDE Adapters
iSCS5I
Virtual 5CSI Adapters
VirtI0 SCSI Adapters
VirtI0 SCS5I Adapters
I/0 Completion Ports
Multimedia
List Devices
ConfigurefUnconfigure Devices
Install Additional Device Software
PCI Hot Plug Manager
USE Adapter
SAS Adapter

£l e el ThI

Fl=Help F2=Refresh Fi=Cancel Esc+B=Image
Esc+9=5hell Esc+@=Exit Enter=Do
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NVMe Devices in AIX — Using SMIT

TERMIMAL — thys000
HVWMe Manager

Move cursor to desired item and press Enter.

i Me Storage Configuratian
v A

ntenllar

Characteristics of a NWMe Controller
Nemespace Management amd Attachment

Fl=Help F2=Refresh Fi=Cancel Esc+B=Image
Esc+9=5hell Esc+B=Exit Enter=Da
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NVMe Devices in AlIX — Using the nvmemgr Command

TERMIMAL — trysD00

AILX 7.2 Serwver :> nvmemgr =7

TEE-H

nvmemgr —A -1 [ nvme# | hdisk# ]

nvmemgr -B -1 nvme¥® -o opt#

nymemgr -C -1 nvme# -5 s5ize —-b block_size

nymemgr -0 -1 navme# -p logpg_id

nvmemgr —E -1 nvme# -f =feature id> —s =selection> [-v =int vect#=]
nvmemgr —-H -1 nvme# -c commit_action -5 <slot numbers

nvmemgr -I -1 nvmes# <FW_path> —c commit_action -5 <slot number>
nwmemgr -1 -1 nvme# -k #

nviengr -5 -1 Avmes

nvmemngr M -1 [ nvme# | hdisk# ]

nvmemgr =0 =1 avme# -i <interval=>

nvmemgr =R =1 nvme# -d [hdisk# | ns_id]

nvmemgr =X =1 nvme# -n ns_id

nvmemgr -U =1 nvme# —-d [hdisk# | ns_id]

-A Print Identify
-1 "lname’ - Adapter or disk logical name

-B Print list of namespaces attached to a controller/fadapter
-1 'lname' - Adapter logical name
-0 opt# - Option (@ — Active Namespaces, 1 - ALL Namespaces)

-C Create a Namespace
=1 'lname' - Adapter Logical name
-5 size - Namespace size (in MB, GB or TB)
=b lba_format# = LBA Format
-o opt# - Attach option (@ - Create Only, 1 - Attach after create)

Logpage
'lname' - Adapter logical name
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NVMe Devices in AlIX - Display nvmeX Device Details

TERMIMAL — ttys000

FCI Vendor ID {p

PCI Subsystem W or ID (pci_ssvid) = @x1@14

Serial number 434NYRR1008518 "

Model number SPBGE NVMe Gen3 U.2 51lim 550

Firmware Revision {fw_rew) = REV.MM33

Recommended Arbitration Burst (rab) = @x2

IEEE OUI Identifier (IEEE} = 0x38258

Controller Multi-Path I/0 and Namespace Sharing Capabilities (CMIC) = Bx@
Controller is associated with PCI Function.
HVM subsystem contains only a single controller.
HVH subsystem contains only a single PCI Express port.

Maximum Data Transfer Size (MDTS) = Bx9
i.e. Maximum Data Transfer Size is Bx28@ minimum memory pages

Controller ID {cntlid} Bxd

NVME Version supported 1.2

RTD3 Resume Latency (RTDZR) = @x7al2@g

RTD3 Entry Latency (RTD3E) = Bx7alza@d

Optional Asynchronmous Events Supported (OAES) = @x@

Optional Admin Command Support(OACS) = @xf
Controller supports the Namespace Management and Namespace Attachment commands.
Controller supports the Firmware Commit and Firmware Image Download commands.
Controller supports the Format NVM command.
Controller supports the the Security Send and Security Receive commands.

Abort Command Limit {aclk = @x7¥
Asynchronous Event Reguest Limit(aerl) = @x3
Firmware Updates {(frmw} = @x16
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NVMe Devices in AlX — Display NVMe hdiskX Device Details

TERMIMAL — ttys000

AIX 7.2 Server :> nvmemgr -A -1 hdiskl

e capacity [(in LBAs) = @xbaddd9de
Hamespace Utilization (in LBAs) = @x95ffdad
Namespace Features = @x2
Number of LBA Formats supported = @xl
Formatted LBA Size = @x@

i.e. M5 has been formatted with LBA format @
HMetadata Capabilities = @x@
End-to-end Data Protection Capabilities = @x@

End-to-end Data Protection Type Settings = @x@
Protection information is not enabled

Mamespace Multi-path I/0 and Namespace Sharing Capabilities = @x8
N5 is private to controller

Reservation Capabilities = Bx@

Format Progress Indicator (FPI) = @x86
FPI is supported.
Remaiming percentage of NS to be formatted = B@x8.

Namespace Atomic Write Unit Mormal (MAWUN] = @xT7f
Hamespace Atomic Write Unit Power Fail {MAWUPF} = @x@
Hamespace Atomic Compare & Write Unit {(NACWU} = @x@
Hamespace Atomic Boundary Size Mormal (NABSM) = @x7f
Hamespace Atomic Boundary Offset (MABOD) = @x@
: Atomic Boundary Size Power Fail {(MABSPF)} = fx@

y [in bytes) (NYMCAP) = 888166876416

Namespace Globally Unique Identifier (NGUID)} = @x@1e90808593825081805104b30343334

68 © Copyright IBM Corporation 2020



NVMe Devices in AIX — Display Namespaces

TERMINAL — ttys000

nymed Available 80@.17G68
hdiskl Available B0@.17GB
AIX 7.2 Server i
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NVMe Devices in AIX — Delete a Namespace

TERMIMAL — ttys000

2 Server >
.2 Server =
2 Server >
. =

.2 Server := nvmemgr -U -1 nvmed

id Namespace or Format

2 Server := nvmemgr -U -1 nveed -d hdiskl
ace detached successfully.

AIX 7.2 Server := nvmemgr —-B -1 nvmed

Wame space identif

ALX 7.2 Server :
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NVMe Devices in AIX — Fuel Gauge

TERMIMAL — thys000

ALX 7.2 Server :> nvmemgr =M =1 nvme#
Critiral 'I.':lrnin.]
Composite Temperature {Kel
Available Spare (%) cC
Percentage of NWM subsystem life used e @
Data Units Read (1009 units of 312 bytes) .. 40608131
Data Units written {1@@@ units of 512 bytes) 19825249
Host Read Commands sesesewasssssssnsnnnsnnnus 4871815568
Host Write Commands 1896818759
Mumber of Power CY¥CLlES sieeuvessnnrsnnrsnssssnsnsannsnnns 209

r on Hours ....... .. 3829

fe Shutdowns
Media and Data Integrity Errors
Mumber of Error Information Log Entries
ALX 7.2 Server =
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NVMe Devices in Linux

® NVMe Express Details on working with NVMe devices in Linux

® NVM Express™ (NVMe™) technology has enabled a robust set of industry-standard software, drivers,
and management tools that have been developed for storage. The tool to manage NVMe SSDs in

Linux is called NVMe Command Line Interface (NVMe-CLI).

Command
nvme list
nvme id-ctrl

nvme id-ns

nvme format

nvme sanitize
nvme smart-log

nvme fw-log
nvme error-log
nvme reset

nvme <vendor name> help

nvme delete-ns
nvme create-ns

nvme fw-download

nvme fw-commit

Description
Lists all the NVMe SSDs attached: name, serial number, size, LBA format, and serial
Discover information about NVMe controller and features it supports

Discover feature of NVMe namespaces, optimizations, features, and support

Secure erase the data on an SSD, format an LBA size or protection information for end-to-end data protection

Securely erases all user data on the SSD
Outputs the NVMe SMART log page for health status, temp, endurance, and more

Outputs the firmware log page
Outputs the NVMe error log page
Resets the NVMe controller / NVMe SSD

e.g nvme intel help will display optional commands for Intel drives, this is the vendor plugins for nvme-cli
Delete a namespace

Create a new namespace, e.g creating a smaller size namespace to overprovision an SSD for improved endurance,
performance, and latency

Download a new firmware to the NVMe device

Commit (activate) the firmware to run immediately or after the next reset
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https://nvmexpress.org/open-source-nvme-management-utility-nvme-command-line-interface-nvme-cli/
https://github.com/linux-nvme/nvme-cli
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